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Abstract

We generalize the uniform common randomness capacity formula, initially established by Ahslwede and Csiszár for a two-
source model for common randomness generation from independent and identically distributed (i.i.d.) discrete sources with
unidirectional communication over rate-limited discrete noiseless channels to the case when the one-way communication is over
arbitrary single-user channels. In our proof, we will make use of the transmission capacity formula established by Verdú and Han
for arbitrary point-to-point channels.

Index Terms

Uniform common randomness capacity, correlated sources, transmission capacity

I. INTRODUCTION

The concept of non-secret common randomness generation was initially introduced by Ahlswede and Csiszár in [1] for its

high relevance in the theory of message identification [2], since it may allow a significant increase in the identification capacity

of channels [1], [3], [4].

The identification scheme is conceptually different from the classical transmission scheme proposed by Shannon [5]. In

fact, in the identification framework, the sender is not interested in what the received message is. He rather wants to know if

a specific message of special interest to him has been sent or not. Naturally, the sender has no knowledge of that message.

Otherwise, the problem would be trivial. The identification scheme has striking applications in digital watermarking [6]–[8]. It

is also highly relevant in many practical applications which require robust and ultra-reliable low latency information exchange

including several machine-to-machine and human-to-machine systems [9], 6G communication systems [10] and industry 4.0

[11]. It is therefore expected that common randomness will be an important resource for future communication systems [10]

[12] and, in particular, that resilience requirements [10] and security requirements [13] can also be achieved on the basis of

common randomness. These requirements are again of particular importance for achieving trustworthiness, which represents

a key challenge for future communication systems due to modern applications [14]. For this reason, common randomness

generation for future communication networks is an important research question in large 6G research projects [15] [16].

Several models for CR generation were introduced in [1] including the two-source model, which consists of two terminals

who observe independent and identically distributed (i.i.d.) samples from a known discrete random source, and who wish to

generate a shared random variable with the largest possible probability of agreement by communicating as little as possible.

In [1], the authors considered the case when the terminals are allowed to communicate over a classical perfect channel as

well as the case when the terminals communicate over a classical noisy channel. A single-letter expression for the CR capacity

for both cases was derived in [1]. The CR capacity is defined as the maximum amount of shared random variable per channel

use. It has been shown in [1] that the CR capacity can be always attained with nearly uniform random variables. This is the

most convenient form of CR particularly in the context of key generation [17] [18], where further constraints on secrecy are

imposed. In our work, however, we will not impose any secrecy requirements. Later, the results on CR capacity have been

extended in [19] to Gaussian channels for their practical relevance in many communication situations such as satellite and

deep space communication links [20], wired and wireless communications, etc.
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L = Ψ(Y n, Zn)

Xn Y n

Tn = Λ(Xn) Zn

Fig. 1: Two-source model for CR generation with unidirectional communication over an arbitrary point-to-point channel W.

We consider the two-source model for uniform common randomness (UCR) generation in which the two terminals aim to

agree on a common uniform or nearly uniform random variable with high probability by communicating as little as possible

over an arbitrary single-user channel. The main contribution of our work consists in establishing a general formula for the

UCR capacity that holds for arbitrary point-to-point channels. In our proof of the UCR capacity formula, we will make use of

a well-known result of [21], which is a general formula characterizing the transmission capacity of arbitrary channels based

on the inf-information rate between the channel inputs and outputs. It is worth-mentioning that no further assumption on

stationarity, ergodicity or any kind of information stability is imposed. For ease of notation, we will assume in the proof of the

UCR capacity that the channel input and output alphabets are finite. However, our result does not depend on that assumption.

Outline: The rest of the paper is structured as follows. In Section II, we present our system model for CR generation, review

the definition of an achievable transmission and UCR rate and present our main result. Section III is devoted to the proof of the

converse of the UCR capacity, where we will use a change of measure argument introduced in [22]. In Section IV, we prove

the achievability part by extending the UCR generation scheme introduced by Ahlswede and Csiszár to arbitrary single-user

channels. Section V contains concluding remarks and proposes a potential future work in this field.

Notation: Throughout the paper, log is taken to base 2 and ln refers to the natural logarithm. For any set E , Ec refers to its

complement. For any random variable X with distribution PX , supp(PX) refers to its support.

II. SYSTEM MODEL AND DEFINITIONS

A. System Model

Let a discrete memoryless multiple source (DMMS) PXY with two components, with generic variables X and Y on alphabets

X and Y , respectively, be given. The DMMS emits i.i.d. samples of (X,Y ). Suppose that the outputs of X are observed only

by Terminal A and those of Y only by Terminal B. We further assume that the joint distribution of (X,Y ) is known to both

terminals. Terminal A can communicate with Terminal B over an arbitrary single-user channel W = {Wn : T n → Zn}∞n=1,
defined as an arbitrary sequence of n-dimensional conditional distributions Wn from T n to Zn, where T and Z are the input

and output alphabets, respectively. There are no other resources available to any of the terminals.

Definition 1. A CR-generation protocol of block-length n consists of:

1) A function Φ that maps Xn into a random variable K with alphabet K satisfying |K| ≥ 3 generated by Terminal A.
2) A function Λ that maps Xn into the channel input sequence T n = (T1, . . . , Tn) ∈ T n.
3) A function Ψ that maps Y n and the channel output sequence Zn = (Z1, . . . , Zn) ∈ Zn into a random variable L with

alphabet K generated by Terminal B.

Such a protocol induces a pair of random variables (K,L) whose joint distribution is determined by PXY and by the channel

W . Such a pair of random variables (K,L) is called permissible. This is illustrated in Fig. 1.

B. Achievable Rate and Capacity

We define first an achievable UCR rate and the UCR capacity.
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Definition 2. A number H is called an achievable UCR rate if there exists a non-negative constant c such that for every

α > 0, β > 0, δ > 0 and for sufficiently large n there exists a permissible pair of random variables (K,L) such that

P [K 6= L] ≤ α, (1)

|K| ≤ 2cn, (2)
∣

∣

∣

∣

1

n
H(K)− 1

n
log|K|

∣

∣

∣

∣

≤ β, (3)

1

n
H(K) > H − δ. (4)

Remark 1. Together with (1), the technical condition (2) ensures for every ǫ > 0 and sufficiently large block-length n that
∣

∣

∣

∣

H(K)

n
− H(L)

n

∣

∣

∣

∣

≤ ǫ.

Definition 3. The UCR capacity CUCR(PXY ,W ) is the maximum achievable UCR rate.

Next, we define an achievable transmission rate and the transmission capacity of the channel W . For this purpose, we begin

by providing the definition of a transmission code for the channel W .

Definition 4. A transmission-code Γn of block-length n and size 1 ‖Γn‖ for the channel W is a family of pairs of codewords

and decoding regions {(tℓ,Dℓ) ∈ T n ×Zn : ℓ = 1, . . . , ‖Γn‖} such that for all ℓ, j ∈ {1, . . . , ‖Γn‖}

Dℓ ∩ Dj = ∅, ℓ 6= j.

The maximum error probability is expressed as

e(Γn) = max
ℓ∈{1,...,‖Γn‖}

Wn(Dc
ℓ |tℓ).

Definition 5. A real number R is called an achievable transmission rate of the channel W if for every θ, δ > 0 there exists

a code sequence (Γn)
∞
n=1, where each code Γn of block-length n is defined according to Definition 4, such that

log‖Γn‖
n

≥ R − δ

and

e(Γn) ≤ θ

for sufficiently large n.

Definition 6. The transmission capacity of the channel W is the maximum achievable transmission rate for W and it is

denoted by C(W ).

Remark 2. Throughout the paper, we consider the maximum error probability criterion.

A general formula for the transmission capacity was established in [21] and it is stated in the following theorem:

Theorem 1. [21] A general formula of the transmission capacity of an arbitrary channel W is equal to

C(W ) = sup
T

I(T ,Z),

where T is an input process in the form of a sequence of finite-dimensional distributions T = {T n = (T1, . . . , Tn)}∞n=1 and

where Z = {Zn = (Z1, . . . , Zn)}∞n=1 is the corresponding output sequence of finite-dimensional distributions induced by T

via the channel W. Furthermore, I(T ,Z) denotes the inf-information rate between T and Z, which is defined as

sup

{

R : lim
n→∞

P

[

1

n
i(T n;Zn) ≤ R

]

= 0

}

,

where for any (tn, zn) ∈ T n ×Zn

i(tn; zn) = log
PZn|Tn(zn|tn)

PZn(zn)
.

1This is the same notation used in [23].
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C. Main Result

In this section, we give a general formula for the UCR capacity for the model presented in Section II-A.

Theorem 2. For the model in Fig 1, the UCR capacity CUCR(PXY ,W ) is equal to

CUCR(PXY ,W ) = max
U

U ◦−X ◦−Y
I(U ;X)−I(U ;Y )≤C(W )

I(U ;X),

with C(W ) being the transmission capacity of the channel W .

The converse proof of Theorem 2 is provided in Section III and the direct proof is provided in Section IV.

III. CONVERSE PROOF OF THEOREM 2

Let (K,L) be a permissible pair according to a fixed CR-generation protocol of block-length n, as introduced in Section

II-A. We recall that the latter consists of:

1) A function Φ that maps Xn into a random variable K with alphabet K satisfying |K| ≥ 3 generated by Terminal A.
2) A function Λ that maps Xn into the channel input sequence T n = (T1, . . . , Tn) ∈ T n.
3) A function Ψ that maps Y n and the channel output sequence Zn = (Z1, . . . , Zn) ∈ Zn into a random variable L with

alphabet K generated by Terminal B.

We further assume that (K,L) satisfies (1) (2), (3) and (4). We are going to show that there exist arbitrarily large n such that

H(K)

n
≤ max

U
U ◦−X ◦−Y

I(U ;X)−I(U ;Y )≤C(W )+α′(n)

I(U ;X),

for some α′(n) > 0, where lim
n→∞

α′(n) can be made arbitrarily small. Define µ(β) = β+2βc+β2, where c > 0 is the constant

in (2) and where β > 0 is the constant in (3). Let γ(α, β) = 2

√√
µ(β)

1−√
α
, with α > 0 being the constant in (1). Let

κ(α, β) = α+ 1−
(

1− 4
µ(β)

γ(α, β)2

)2

= α+ 1−
(

1−
√

µ(β)(1−
√
α)
)2

.

Assume without loss of generality that α, β > 0 satisfy

0 < α < 1, (5)

0 < κ(α, β) <
1

2
, (6)

and

0 < µ(β) < 1. (7)

Clearly, (5), (6) and (7) are satisfied for arbitrarily small positive α and β.

Lemma 1. For 0 < µ(β) < 1 and 0 < α < 1

0 <
4µ(β)

γ(α, β)2
< 1−

√
α < 1.

Proof. We have

γ(α, β)2 = 4

√

µ(β)

1−√
α

yielding

0 < 4
µ(β)

γ(α, β)2
=
√

µ(β)(1 −
√
α) < 1−

√
α < 1.

This proves Lemma 1.
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Let ǫ any positive constant satisfying for infinitely many n

2κ(α, β) < P

[

1

n
i(T n;Zn) ≤ I(T ;Z) + ǫ

]

. (8)

Since

I(T ;Z) = sup

{

R : lim
n→∞

P

[

1

n
i(T n;Zn) ≤ R

]

= 0

}

,

and since 0 < κ(α, β) < 1
2 , we know that such an ǫ > 0 exists.

First, we will introduce and prove the following claim.

Claim 1. For sufficiently large n satisfying (8), it holds that

H(K|Y n)

n
≤ C(W ) + α′(n),

where lim
n→∞

α′(n) can be made arbitrarily small for α > 0, β > 0 and ǫ > 0 chosen arbitrarily small.

Proof of Claim 1. In order to prove the claim, we will use a change of measure argument. To prepare this, we need some

technicalities.

Lemma 2. For |K| ≥ 3, it holds for sufficiently large n that

var

[

1

n
log

1

PK(K)

]

≤ µ(β).

Proof. We have

E
[

log2 PK(K)
]

=
1

ln(2)2
E
[

ln2 PK(K)
]

.

Define the following two sets

KL = {k ∈ K : PK(k) ≤ 1

e
}

and

KH = {k ∈ K : PK(k) >
1

e
}.

Clearly, it holds that |KL|+ |KH | = |K|. Let

PL =
∑

k∈KL

PK(k)

and

PH =
∑

k∈KH

PK(k).

Notice first that

1 ≥ PH > |KH |1
e

yielding

|KH | < e.

Therefore,

|KH | ≤ 2.

Since |K| ≥ 3, it follows that

|KL| = |K| − |KH | ≥ 1.
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Now, it holds that

E
[

ln2 PK(K)
]

=
∑

k∈KL

PK(k) ln2 1

PK(k)
+
∑

k∈KH

PK(k) ln2 1

PK(k)
. (9)

We we will find appropriate upper-bound for each term in the right-hand side of (9). On the one hand, we have

∑

k∈KL

PK(k) ln2

(

1

PK(k)

)

= PL

∑

k∈KL

PK(k)

PL

ln2
(

1

PK(k)

)

(a)

≤ PL ln2

(

∑

k∈KL

PK(k)

PL

1

PK(k)

)

= PL ln2
|KL|
PL

,

where (a) follows because ln2(y) is concave in the range y ≥ e and because for any k ∈ KL,
1

PK(k) ≥ e.
On the other hand, we have

∑

k∈KH

PK(k) ln2 1

PK(k)

(a)

≤
∑

k∈KH

PK(k) ln2(e)

≤ 1,

where (a) follows because ln2(1/y) is non-increasing in the range 0 < y ≤ 1 and because 1
e
< PK(k) ≤ 1 for k ∈ KH .

This implies using the fact that |K| ≥ |KL| ≥ 1 that

E
[

ln2 PK(K)
]

≤ 1 + PL ln2
|KL|
PL

= 1 + PL

(

ln (|KL|) + ln
1

PL

)2

≤ 1 + PL

(

ln (|K|) + ln
1

PL

)2

= 1 + PL

(

ln (|K|)2 + ln2
1

PL

+ 2 ln

(

1

PL

)

ln|K|
)

(a)

≤ 1 + ln (|K|)2 + 4

e2
+ 2

1

e
ln|K|,

where (a) follows because y ln2(1/y) and y ln(1/y) are maximized by 4
e2

and 1
e

in the range 0 < y ≤ 1, respectively.

Thus, it follows that

E

[

1

n2
log2 PK(K)

]

≤ 1

n2 ln(2)2

(

1 + ln (|K|)2 + 4

e2
+ 2

1

e
ln|K|

)

=
1 + 4

e2

n2 ln(2)2
+

log2 (|K|)
n2

+
2 log|K|
n2 ln(2)e

(a)

≤ 1 + 4
e2

n2 ln(2)2
+

log2 (|K|)
n2

+
2c

n ln(2)e
,

6



where (a) follows because
log|K|

n
≤ c (from (2)).

Since lim
n→∞

1+ 4
e2

n2 ln(2)2 + 2c
n ln(2)e = 0, it follows that for sufficiently large n

E

[

1

n2
log2 PK(K)

]

≤ β +
log2 (|K|)

n2
.

From (3), we know that

log|K|
n

≤ H(K)

n
+ β.

It follows that

E

[

1

n2
log2 PK(K)

]

≤ β +
1

n2
(H(K) + nβ)2

which yields

var

[

1

n
log

1

PK(K)

]

= E

[

1

n2
log2

(

1

PK(K)

)]

− E

[

1

n
log

(

1

PK(K)

)]2

= E

[

1

n2
log2

(

1

PK(K)

)]

− 1

n2
H(K)2

≤ β + 2β
H(K)

n
+ β2

(a)

≤ β + 2
β log|K|

n
+ β2

(b)

≤ β + 2βc+ β2

= µ(β),

where (a) follows because H(K) ≤ log|K| and (b) follows from (2). This proves Lemma 2.

Consider now the sets

L = {k ∈ K :
1

n
log

1

PK(k)
≥ 1

n
H(K)− γ(α, β)

2
}

and

D = {(k, yn) ∈ K × Yn :
1

n
log

1

PK|Y n(k|yn) ≥ 1

n
H(K|Y n)− γ(α, β)}.

Let us now introduce and prove the following lemmas:

Lemma 3. For sufficiently large n

P [K ∈ L] ≥ 1− 4
µ(β)

γ(α, β)2
.

7



Proof. It holds that

P [K /∈ L]

= P

[

1

n
log

1

PK(k)
− 1

n
H(K) < −γ(α, β)

2

]

≤ P

[∣

∣

∣

∣

1

n
log

1

PK(k)
− 1

n
H(K)

∣

∣

∣

∣

>
γ(α, β)

2

]

≤ P

[∣

∣

∣

∣

1

n
log

1

PK(k)
− 1

n
H(K)

∣

∣

∣

∣

≥ γ(α, β)

2

]

(a)

≤ 4
var
[

1
n
log
(

1
PK(K)

)]

γ(α, β)2

(b)

≤ 4
µ(β)

γ(α, β)2
,

where (a) follows from Chebyshev’s inequality since E

[

1
n
log 1

PK(k)

]

= 1
n
H(K) and (b) follows from Lemma 2. Therefore

P [K ∈ L] ≥ 1− 4
µ(β)

γ(α, β)2
.

This proves Lemma 3.

Lemma 4. For sufficiently large n, it holds that

P [(K,Y n) ∈ D] ≥
(

1− 4
µ(β)

γ(α, β)2

)2

.

Proof. We have

P [(K,Y n) ∈ D]

≥
∑

k∈L
P [(K,Y n) ∈ D|K = k]PK(k)

=
∑

k∈L
P

[

1

n
log

1

PK|Y n(k|Y n)
≥ 1

n
H(K|Y n)− γ(α, β)

]

PK(k)

=
∑

k∈L
P

[

PK|Y n(k|Y n) ≤ 2nγ(α,β)−H(K|Y n)
]

PK(k)

≥
∑

k∈L
P

[

PK|Y n(k|Y n) < 2nγ(α,β)−H(K|Y n)
]

PK(k)

(a)

≥
∑

k∈L

(

1− PK(k)

2nγ(α,β)−H(K|Y n)

)

PK(k)

(b)

≥
(

1− 2n
γ(α,β)

2 −H(K)

2nγ(α,β)−H(K|Y n)

)

∑

k∈L
PK(k)

=

(

1− 2n
γ(α,β)

2 −H(K)

2nγ(α,β)−H(K|Y n)

)

P [K ∈ L]

=
(

1− 2[−n
γ(α,β)

2 +H(K|Y n)−H(K)]
)

P [K ∈ L]
(c)

≥ (1− 2−n
γ(α,β)

2 )P [K ∈ L]
(d)

≥ (1− 2−n
γ(α,β)

2 )(1 − 4µ(β)

γ(α, β)2
),

where (a) follows from Markov’s inequality since PK(k) = E
[

PK|Y n(k|Y n)
]

, (b) follows because for k ∈ L, we know that

PK(k) ≤ 2n
γ(α,β)

2 −H(K), (c) follows because H(K|Y n)−H(K) ≤ 0 and (d) follows from Lemma 3.
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Since lim
n→∞

1− 2−n
γ(α,β)

2 = 1, it follows that for sufficiently large n

P [(K,Y n) ∈ D] ≥
(

1− 4
µ(β)

γ(α, β)2

)2

.

This proves Lemma 4.

Define now the sets

S1 = {(xn, yn, zn) ∈ Xn × Yn ×Zn :
1

n
i(Λ(xn); zn) ≤ I(T ;Z) + ǫ},

S2 = {(xn, yn, zn) ∈ Xn × Yn ×Zn : Φ(xn) = Ψ(yn, zn)},
and

S3 = {(xn, yn, zn) ∈ Xn × Yn ×Zn : (Φ(xn), yn) ∈ D}.
Let S = S1 ∩ S2 ∩ S3. Analogously to [22], we change the probability measure by defining

PX̃n,Ỹ n,Z̃n(x
n, yn, zn)

=
PXn,Y n,Zn(xn, yn, zn)1 [(xn, yn, zn) ∈ S]

P [(Xn, Y n, Zn) ∈ S] ,

where 1[·] is the indicator function. In order to show that (X̃n, Ỹ n, Z̃n) is well-defined, we will show that

P [(Xn, Y n, Zn) ∈ S] > 0 in what follows.

Lemma 5. For sufficiently large n satisfying (8), it holds that

P [(Xn, Y n, Zn) ∈ S] ≥ κ(α, β) > 0.

Proof. It holds for κ(α, β) = α+

[

1−
(

1− 4 µ(β)
γ(α,β)2

)2
]

that

P [(Xn, Y n, Zn) ∈ S]
≥ 1− P [(Xn, Y n) /∈ S3]− P [(Xn, Y n, Zn) /∈ S2]− P [(Xn, Y n, Zn) /∈ S1]

= 1− P [(K,Y n) /∈ D]− P [K 6= L]− P [(Xn, Y n, Zn) /∈ S1]

≥ 1−
[

1−
(

1− 4
µ(β)

γ(α, β)2

)2
]

− α− P [(Xn, Y n, Zn) /∈ S1]

= 1− κ(α, β) − P [(Xn, Y n, Zn) /∈ S1]

= 1− κ(α, β) − P

[

1

n
i(T n;Zn) > I(T ;Z) + ǫ

]

(a)

≥ 1− κ(α, β)− (1− 2κ(α, β))

= κ(α, β),

where (a) follows from the choice of ǫ in (8). This proves Lemma 5.

Consider an execution of the protocol of block-length n satisfying (8) for input (X̃n, Ỹ n) ∼ PX̃n,Ỹ n . Let K̃ = Φ(X̃n).

Let T̃ n = Λ(X̃n) be the new channel input sequence. Z̃n is then its corresponding output sequence. We further define

L̃ = Ψ(Ỹ n, Z̃n). Here, K̃ is equal to L̃ with probability one. Furthermore, since for every (xn, yn, zn) ∈ S,
1

n
i (Λ(xn), zn) ≤ I(T ;Z) + ǫ,

we have

E

[

1

n
i
(

Λ(X̃n), Z̃n
)

]

≤ I(T ;Z) + ǫ.

Therefore

1

n
I(T̃ n; Z̃n) ≤ I(T ;Z) + ǫ. (10)
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Lemma 6. It holds that

H(K|Y n) ≤ nγ(α, β) + log
1

κ(α, β)
+H(K̃|Ỹ n).

Proof. We have

PK̃,Ỹ n(k, yn)

PY n(yn)
=

1

PY n(yn)

∑

xn,zn

(xn,yn,zn)∈S
Φ(xn)=k

PX̃n,Ỹ n,Z̃n(x
n, yn, zn)

=
1

PY n(yn)

∑

xn,zn

(xn,yn,zn)∈S
Φ(xn)=k

PXn,Y n,Zn(xn, yn, zn)

P [(Xn, Y n, Zn) ∈ S]

≤ PK,Y n(k, yn)

PY n(yn)P [(Xn, Y n, Zn) ∈ S]

=
PK|Y n(k|yn)

P [(Xn, Y n, Zn) ∈ S]
(a)

≤ 2nγ(α,β)

2H(K|Y n)P [(Xn, Y n, Zn) ∈ S]

≤ 2nγ(α,β)

2H(K|Y n)κ(α, β)
,

where (a) follows because (k, yn) ∈ D. Therefore for every (k, yn) ∈ supp(PK̃,Ỹ n), we have

2H(K|Y n) ≤ 2nγ(α,β)

κ(α, β)

1
PK̃,Ỹ n (k,yn)

PY n (yn)

.

This implies that for any (k, yn) ∈ supp(PK̃,Ỹ n), we have

H(K|Y n) ≤ log
2nγ(α,β)

κ(α, β)
− log

PK̃,Ỹ n(k, yn)

PY n(yn)
.

As a result, it follows that

H(K|Y n) ≤ log
2nγ(α,β)

κ(α, β)
+ min

(k,yn)∈supp(PK̃,Ỹ n)
− log

PK̃,Ỹ n(k, yn)

PY n(yn)

Now, it holds that

min
(k,yn)∈supp(PK̃,Ỹ n )

− log
PK̃,Ỹ n(k, yn)

PY n(yn)

≤ E

[

− log
PK̃,Ỹ n(K̃, Ỹ n)

PY n(Ỹ n)

]

= E

[

− logPK̃|Ỹ n(K̃|Ỹ n)
]

− E

[

log
PỸ n(Ỹ n)

PY n(Ỹ n)

]

= H(K̃|Ỹ n)−D(PỸ n ||PY n)

≤ H(K̃|Ỹ n),

where D(·||·) denotes the relative entropy. It follows that

H(K|Y n) ≤ log
2nγ(α,β)

κ(α, β)
+H(K̃|Ỹ n)

= nγ(α, β) + log
1

κ(α, β)
+H(K̃|Ỹ n).

This completes the proof of the lemma.
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Now, it holds using lemma 6 that

1

n
H(K|Y n) ≤ 1

n
H(K̃|Ỹ n) + γ(α, β) +

1

n
log

1

κ(α, β)
. (11)

We have
1

n
H(K̃|Ỹ n) =

1

n
I(K̃; Z̃n|Ỹ n) +

1

n
H(K̃|Ỹ n, Z̃n). (12)

On the one hand, it holds that

1

n
I(K̃; Z̃n|Ỹ n) ≤ 1

n
I(X̃nK̃; Z̃n|Ỹ n)

(a)

≤ 1

n
I(T̃ n; Z̃n|Ỹ n)

=
1

n
H(Z̃n|Ỹ n)− 1

n
H(Z̃n|T̃ n, Ỹ n)

(b)
=

1

n
H(Z̃n|Ỹ n)− 1

n
H(Z̃n|T̃ n)

(c)

≤ 1

n
H(Z̃n)− 1

n
H(Z̃n|T̃ n)

=
1

n
I(T̃ n; Z̃n)

(d)

≤ I(T ;Z) + ǫ,

where (a) follows from the Data Processing Inequality because Ỹ n ◦− X̃nK̃ ◦− T̃ n ◦− Z̃n forms a Markov chain, (b) follows

because Ỹ n ◦− X̃nK̃ ◦− T̃ n ◦− Z̃n forms a Markov chain, (c) follows because conditioning does not increase entropy and (d)
follows from (10).

On the other hand, since K̃ is equal to L̃ = Ψ(Ỹ n, Z̃n) with probability one, it holds that

H(K̃|Ỹ n, Z̃n) = 0.

As a result, we have using (12)

1

n
H(K̃|Ỹ n) ≤ I(T ;Z) + ǫ.

From (11), it follows that for α, β > 0 satisfying 0 < α < 1, 0 < µ(β) < 1 and 0 < κ(α, β) < 1
2 and for sufficiently large

n satisfying (8), we have

1

n
H(K|Y n) ≤ I(T ;Z) + ǫ+ γ(α, β) +

1

n
log

1

κ(α, β)
.

From the definition of I(T ;Z), we know that for any ζ > 0,

0 < lim
n→∞

P

[

1

n
i(T n;Zn) ≤ I(T ;Z) + ζ

]

.

By choosing α and β to be arbitrarily small positive constants, µ(β), γ(α, β) and κ(α, β) are made arbitrarily small. We can

then choose an arbitrarily small ǫ > 0 satisfying

2κ(α, β) < lim
n→∞

P

[

1

n
i(T n;Zn) ≤ I(T ;Z) + ǫ

]

.

As a result, for sufficiently large n satisfying (8), we have

H(K|Y n)

n
≤ I(T ;Z) + α′(n)

for some α′(n), where lim
n→∞

α′(n) can be made arbitrarily small for α, β, ǫ chosen arbitrarily small. From Theorem 1, we

know that

I(T ;Z) ≤ C(W ).

We deduce then that for sufficiently large n satisfying (8)

H(K|Y n)

n
≤ C(W ) + α′(n).
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This completes the proof of the claim.

Now that we proved the claim, we continue with the converse proof. In our proof, we will use the following lemma:

Lemma 7. (Lemma 17.12 in [23]) For arbitrary random variables S and R and sequences of random variables Xn and Y n,

it holds that

I(S;Xn|R)− I(S;Y n|R)

=

n
∑

i=1

I(S;Xi|X1, . . . , Xi−1, Yi+1, . . . , Yn, R)

−
n
∑

i=1

I(S;Yi|X1, . . . , Xi−1, Yi+1, . . . , Yn, R)

= n[I(S;XJ |V )− I(S;YJ |V )],

where V = (X1, . . . , XJ−1, YJ+1, . . . , Yn, R, J), with J being a random variable independent of R, S, Xn and Y n and

uniformly distributed on {1, . . . , n}.

Let J be a random variable uniformly distributed on {1, . . . , n} and independent of K , Xn and Y n. We further define

U = (K,X1, . . . , XJ−1, YJ+1, . . . , Yn, J). It holds that U ◦− XJ ◦− YJ .
Notice that

H(K)
(a)
= H(K)−H(K|Xn)

= I(K;Xn)

(b)
=

n
∑

i=1

I(K;Xi|X1, . . . , Xi−1)

= nI(K;XJ |X1, . . . , XJ−1, J)

(c)

≤ nI(U ;XJ),

where (a) follows because K = Φ(Xn) and (b) and (c) follow from the chain rule for mutual information. Applying Lemma

7 for S = K , R = ∅ with V = (X1, . . . , XJ−1, YJ+1, . . . , Yn, J) yields

I(K;Xn)− I(K;Y n)

= n[I(K;XJ |V )− I(K;YJ |V )]

(a)
= n[I(KV ;XJ)− I(K;V )− I(KV ;YJ) + I(K;V )]

(b)
= n[I(U ;XJ)− I(U ;YJ )], (13)

where (a) follows from the chain rule for mutual information and (b) follows from U = (K,V ).
It results using (13) that

n[I(U ;XJ)− I(U ;YJ)] = I(K;Xn)− I(K;Y n)

= H(K)− I(K;Y n)

= H(K|Y n) (14)

It follows from (14) using Claim 1 that for sufficiently large n satisfying (8)

I(U ;XJ)− I(U ;YJ) ≤ C(W ) + α′(n).

Since the joint distribution of XJ and YJ is equal to PXY , for sufficiently large n satisfying (8), H(K)
n

is upper-bounded

by I(U ;X) subject to I(U ;X)− I(U ;Y ) ≤ C(W ) +α′(n) with U satisfying U ◦− X ◦− Y . As a result, for sufficiently large

n satisfying (8), it follows that

H(K)

n
≤ max

U
U ◦−X ◦−Y

I(U ;X)−I(U ;Y )≤C(W )+α′(n)

I(U ;X).

This completes the converse proof of Theorem 2.
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IV. DIRECT PROOF OF THEOREM 2

The proof of the direct part is rather standard. It suffices to extend the UCR generation scheme provided in [1] to arbitrary

single-user channels.

1) If C(W ) = 0: In this case, no communication over the channel is possible. Therefore, it follows from [1] that

CUCR(PXY ,W ) = max
U

U ◦−X ◦−Y
I(U ;X)−I(U ;Y )≤0

I(U ;X)

= max
U

U ◦−X ◦−Y
I(U ;X)−I(U ;Y )≤C(W )

I(U ;X).

2) If C(W ) > 0: We extend the coding scheme provided in [1] to arbitary single-user channels. By continuity, it suffices

to show that

max
U

U ◦−X ◦−Y
I(U ;X)−I(U ;Y )≤C′

I(U ;X)

is an achievable UCR rate for every C′ < C(W ). Let U be a random variable satisfying U ◦− X ◦− Y and I(U ;X)−I(U ;Y ) ≤
C′. Let the maximum error probability α > 0. Let δ, β > 0. We are going to show that H = I(U ;X) is an achievable UCR

rate. Without loss of generality, assume that the distribution of U is a possible type for block-length n. For some µ > 0, we

let

N1 = ⌊2n[I(U ;X)−I(U ;Y )+3µ]⌋
N2 = ⌊2n[I(U ;Y )−2µ]⌋.

For each pair (i, j) with 1 ≤ i ≤ N1 and 1 ≤ j ≤ N2, we define a random sequence Ui,j ∈ Un of type PU . Let

M = U1,1, . . . ,UN1,N2 be the joint random variable of all Ui,js. We further define the following two sets which depend on

M:

S1(M) = {(x,y) : (Φ(x),x,y) ∈ T n
U,X,Y }

and

S2(M) = {(x,y) : (x,y) ∈ S1(M) s.t. ∃ Ui,ℓ 6= Ui,j = Φ(x)

jointly UY -typical with y (with the same first index i)}.
It is proved in [1] that

EM [P [(Xn, Y n) /∈ S1(M)] + P [(Xn, Y n) ∈ S2(M)]] ≤ ζ(n), (15)

where ζ(n) ≤ α
2 for sufficiently large n. We choose a realization m = u1,1, . . . ,uN1,N2 satisfying:

P [(Xn, Y n) /∈ S1(m)] + P [(Xn, Y n) ∈ S2(m)] ≤ ζ(n).

From (15), we know that such a realization exists. We assume that each ui,j , i = 1 . . .N1, j = 1 . . .N2, is known to both

terminals. This means that N1 codebooks Ci, 1 ≤ i ≤ N1, are known to both terminals, where each codebook contains N2

sequences, ui,j , j = 1, . . . , N2.

Let x be any realization of Xn and y be any realization of Y n. Let Φ(x) = uij , if uij is jointly UX-typical with x (either

one if there are several). Let f1(x) = i if Φ(x) ∈ Ci. If no such a ui,j exists, then f1(x) = N1 + 1 and Φ(x) is set to a

constant sequence u0 different from all the uij
′s, jointly UX-typical with none of the realizations of Xn and known to both

terminals.

Remark 3. It holds that

Sc
3(m) ⊆ Sc

1(m),

where

S3(m) = {x : ∃(i, j) s.t (uij ,x) ∈ T n
U,X}.

Since C′ < C(W ), we choose µ to be sufficiently small such that

log‖f1‖
n

=
log(N1 + 1)

n
≤ C(W )− µ′, (16)
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for some µ′ > 0, The message i⋆ = f1(x), with i⋆ ∈ {1, . . . , N1 + 1}, is encoded to a sequence t using a code sequence

(Γ⋆
n)

∞
n=1 with rate

log‖Γ⋆
n‖

n
= log‖f1‖

n
satisfying (16) and with error probability e(Γ⋆

n) satisfying for sufficiently large n

e(Γ⋆
n) ≤ θ

where θ is a positive constant satisfying θ ≤ α
2 . Here, ‖f1‖ refers to the cardinality of the set of messages {i⋆ : i⋆ =

1, . . . , N1 + 1}. From the definition of the transmission capacity, we know that such a code sequence exists. The sequence

t is sent over the single-user channel. Let z be the channel output sequence. Terminal B decodes the message ĩ⋆ from the

knowledge of z. Let Ψ(y, z) = uĩ⋆,j if uĩ⋆,j and y are jointly UY -typical . If there is no such a uĩ⋆,j or there are several,

we set Ψ(y, z) = u0 (since K and L must have the same alphabet). Now, we are going to show that the requirements in (1),
(2), (3) and (4) are satisfied. Clearly, (2) is satisfied for c = I(U ;X) + µ+ 1 because

|K| = N1N2 + 1

≤ 2n[I(U ;X)+µ] + 1

≤ 2n[I(U ;X)+µ+1].

We define next for any (i, j) ∈ {1, . . . , n} × {1, . . . , n} the set

R = {x ∈ Xn s.t. (ui,j ,x) jointly UX-typical}.
Then, it holds that

P[K = ui,j ] =
∑

x∈R
P[K = ui,j |Xn = x]Pn

X(x) +
∑

x∈Rc

P[K = ui,j |Xn = x]Pn
X(x)

(i)
=
∑

x∈R
P[K = ui,j |Xn = x]Pn

X(x)

≤
∑

x∈R
Pn
X(x)

= Pn
X({x : (ui,j ,x) jointly UX-typical})

= 2−nI(U ;X)−κ(n),

for some κ(n) > 0 with lim
n→∞

κ(n)
n

= 0, where (i) follows because for (ui,j ,x) being not jointly UX-typical, we have

P[K = ui,j |Xn = x] = 0. This yields

H(K) ≥ nI(U ;X)− κ′(n)

for some κ′(n) > 0 with lim
n→∞

κ′(n)
n

= 0. Therefore, for sufficiently large n, it holds that

H(K)

n
> H − δ.

Thus, (4) is satisfied. Clearly, it holds that

1

n

∣

∣

∣

∣

H(K)− log|K|
∣

∣

∣

∣

≤ κ′′(n)

for some κ′′(n) > 0 with lim
n→∞

κ′′(n) = 0. Therefore, for sufficiently large n, κ′′(n) ≤ β. This proves (3).

Now, it remains to prove that (1) is satisfied. For this purpose, we define the following event:

Dm = “Φ(Xn) is equal to none of the ui,j
′s”.

We denote its complement by Dc
m
. We further define I⋆ = f1(X

n) to be the random message generated by Terminal A and

Ĩ⋆ to be the random message decoded by Terminal B. We have

P[K 6= L] = P[K 6= L|I⋆ = Ĩ⋆]P[I⋆ = Ĩ⋆] + P[K 6= L|I⋆ 6= Ĩ⋆]P[I⋆ 6= Ĩ⋆]

≤ P[K 6= L|I⋆ = Ĩ⋆] + P[I⋆ 6= Ĩ⋆].

Here,

P[K 6= L|I⋆ = Ĩ⋆] = P[K 6= L|I⋆ = Ĩ⋆,Dm]P[Dm|I⋆ = Ĩ⋆] + P[K 6= L|I⋆ = Ĩ⋆,Dc
m
]P[Dc

m
|I⋆ = Ĩ⋆]

(i)
= P[K 6= L|I⋆ = Ĩ⋆,Dc

m
]P[Dc

m
|I⋆ = Ĩ⋆]

≤ P[K 6= L|I⋆ = Ĩ⋆,Dc
m
],
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where (i) follows from P[K 6= L|I⋆ = Ĩ⋆,Dm] = 0, since conditioned on I⋆ = Ĩ⋆ and Dm, we know that K and L are both

equal to u0. It follows that

P[K 6= L] ≤ P[K 6= L|I⋆ = Ĩ⋆,Dc
m
] + P[I⋆ 6= Ĩ⋆]

≤ P [(Xn, Y n) ∈ Sc
1(m) ∪ S2(m)] + P[I⋆ 6= Ĩ⋆]

(a)
= P [(Xn, Y n) /∈ S1(m)] + P [(Xn, Y n) ∈ S2(m)] + P[I⋆ 6= Ĩ⋆]

≤ ζ(n) + P[I⋆ 6= Ĩ⋆],

≤ ζ(n) + θ

≤ α.

where (a) follows because Sc
1(m) and S2(m) are disjoint. This completes the direct proof of Theorem .

V. CONCLUSION

In our work, we studied the problem of UCR generation over arbitrary point-to-point channels. We established a general

expression for the UCR capacity that holds for arbitrary single-user channels by making use of the transmission capacity

formula elaborated in [21]. As a future work, it would be interesting to investigate the problem of CR generation from general

sources with one-way communication over arbitrary point-to-point channels.
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